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Abstract— Machine learning education related applications 

have increased with the appearance of large language models. 

While automatic essay grading (AEG) has been studied 

extensively in the past, most of these studies have focused on 

evaluating English competence instead of assessing knowledge 

competence in an engineering field. This study aimed to develop 

an AEG model to evaluate student’s mechanical engineering 

Constructive Response Test (CRT) question responses which 

were instructor graded. Because of the small number of student 

responses (45), a synthesized set of responses was also generated 

by using text-to-text paraphrasing models. A neural network 

grading engine was built and trained to assess comprehension 

utilizing the Bidirectional Encoder Representation Transformer 

(BERT) and related models on student and synthesized 

responses. This study showed that the AEG based Natural 

Language Processing (NLP) model showed high accuracy and a 

higher degree of consistency in grading student responses 

compared to instructor-graded responses. 
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I. INTRODUCTION 

In engineering education, evaluating students’ knowledge 
using constructive response test (CRT) questions is critical for 
assessing their problem-solving skills, communication skills, 
and critical thinking abilities. These types of questions require 
students to solve real-world problems and effectively 
communicate their ideas and solutions (“Think-like-an -
engineer”) [1]. CRTs promote critical thinking and creativity, 
which are essential skills for success in the engineering 
profession. Compared to multiple-choice questions, 
constructive response tests provide a more accurate 
assessment of a student's understanding and ability to apply 
their knowledge in a real-world context. However, grading 
student’s CRT responses requires a lot of time and effort for 
instructors compared to grading multiple choice question 
answers. The long time needed by instructors to grade 
standardized CRT responses is a barrier for large scale 
engineering testing in general.  

Automatic essay grading (AEG) is a process in which 
software or algorithms are used on scored responses to 
evaluate and grade written responses. The technology behind 
AEG has been developed over several decades and is 
becoming increasingly sophisticated, with many different 
approaches and methods being used to evaluate essays. One 
of the key benefits of AEG is that it can provide quick and 

more consistent results and provides students with prompt 
feedback. 

Several AEG models have been developed to evaluate 
English language proficiency, including Project Essay Grade 
[2], E-rater [3], and Intelligent Essay Assessor (IEA) [4]. 
These models use a variety of features such as grammar, 
coherence, organization, and word usage to score essays, but 
their performance and effectiveness may vary depending on 
the specific dataset and domain being evaluated. 

In addition, large language models are pre-trained on 
massive amounts of text data and can be fine-tuned for 
specific question-answering tasks. Among these models, a 
widely recognized example is BERT, which is a pre-trained 
transformer-based model capable of being fine-tuned for tasks 
related to text similarity [5]. 

 This research aims to explore the benefits of using an AEG 
system to assess Mechanical Engineering CRT student 
responses. The hypothesis of this research is that a finely tuned 
AEG model is more accurate and consistent than instructor 
graded responses. Furthermore, it can be used to assess 
students in the Mechanical Engineering major if provided with 
a sufficient and appropriate amount of data for training. 

To achieve the research objectives, the following tasks 
were performed: 

(1)  Build and train a Neural Network Grading Engine 
model (Grading Model) using a student response dataset from 
the ME Tuning Item Test Bank CRT responses. 

(2)  Evaluate if the AEG CRT is more reliable and 
consistent in comparison with instructor-graded responses. 

 (3)  Provide recommendations on which is the most 
efficient and accurate AEG model for CRT assessment. 

II. LITERATURE REVIEW 

A. Automatic Essay Grading Models 

AEG has a rich history dating back to the 1960s when 
researchers began developing computer programs that could 
score essays. Early AEG systems were rule-based models, 
relying on a set of predetermined rules and algorithms to 
evaluate essays. The first person to come up with this idea was 
Ellis B. Page with Project Essay Grader [6]. 

 



Other models, such as Support Vector Machines (SVMs), 
grade essays by establishing a hyperplane that maximizes the 
margin between classes of grade-related data [7]. Latent 
Semantic Analysis (LSA) analyzes essays based on their 
semantic content and predict their grades accurately [8]. Since 
2016, the neutral network has become a popular method with 
impressive results, as demonstrated by studies [9], [10], [11]. 
Regarding large language models, BERT (Bidirectional 
Encoder Representations from Transformers) [5] showed 
similar results to many other neutral networks AEG but gives 
better results when input responses are preprocessed by 
removing stopwords [12]. 

B. Data Augmentation 

Data augmentation is a technique used to avoid overfitting 

and improve model generalization by modifying the original 

data while preserving its content. Common methods include 

Synonym Replacement, Random Insertion, Random 

Deletion, Random Swap, and Back-Translation [13]. In 

addition, using the text generative learning model as 

automatic data augmentation achieves superior performance 

to the manual methods [14]. One of the text-generative 

models, ChatGPT, is said to be very promising for generating 

fresh and innovative sample data [15]. 

C. Data Preprocessing 

Data preparation is an important phase before applying 

any machine learning algorithms [16]. Some popular data 

preprocessing methods are removing stopwords, 

lemmatization, and part of speech (POS) identification. 

III. METHODOLOGY 

A. Mechanical Engineering Questions 

 The CRT used in this research is the Wind Power 
Generation set of questions for bachelor students majoring in 
Mechanical Engineering from the ME Testbank [17]. The 
selected questions include 3 component questions. Each 
component question identifies the skills on which it assesses 
the student within the Mechanical Engineering Competency 
Framework. From there, a grading rubric that includes student 
response requirements, and grading scales (Fig. 1) is designed 
to aid the human instructor in the grading process. Each 
question has 3 rating levels including 0 (unsatisfactory), 1 
(satisfactory), and 2 (highly satisfactory). 

B. Paticipants 

Participants in the study included 5 ME instructors and 45 
bachelor students majoring in Mechanical Engineering at 3 
universities in Indonesia (15 students for each university) 
denoted S, I, and U institutions in this study. 

Students answered questions using an online learning 
management system via a computer within 1 hour. At the end 
of the test, the student responses were graded by instructors at 
the student's institution. S and U had 2 instructors, while I had 
only one instructor. Therefore, at S and U institutions, each 
instructor gives an independent score based on scoring rubrics, 
if the scores for a response are different, the two instructors 
would discuss the grade with each other to give the final score 
for the response. 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Data Augmentation 

The T5 Paraphraser model is designed for text-to-text 

transformations and has been fine-tuned using the ChatGPT 

paraphrases corpus. It stands among the top-performing 

paraphrasing models for short texts. The data synthesis 

process utilizing the T5 model involves several steps. Initially, 

a baseline classification model is created by fine-tuning BERT 

on the master data. This classification model helps filter out 

irrelevant data. Next, the student's responses are segmented 

into smaller parts, each containing a single sentence. The T5 

model then paraphrases each of these sentences 

independently. These paraphrased sentences are eventually 

combined to form complete synthesized data sets. For every 

score level, the process generates 500 synthesized essays, 

from which the baseline model selects and ranks the top 300 

essays for each score level. 

 ChatGPT, a text generation large language model, has 
garnered significant attention due to its ability to provide 
answers across various domains. Previous research has 
explored utilizing ChatGPT as a data augmentation tool by 
directly requesting responses in its prompts. However, this 
approach gives incorrect augmentation results deal to a lack of 
domain knowledge [15]. Therefore, this study proposes a 
different approach, using fine-tuned ChatGPT model to 
synthesize data. The master data undergoes processing to be 
converted into JSON format, comprising two parts: the 
“prompt”, which includes the essay score, and the 
“completion”, which represents the corresponding essay. 
Once the fine-tuning process is completed, the model 
generates 300 synthesized essays for each scoring level. 

D. Data Preprocessing 

The research made use of the stopword list, 

WordNetLemmatizer, and POS TAG  from the Natural 

Language Toolkit. Part of the Speech Tag would be added to 

the word by an underscore. 

E. Model Training 

Student responses are used for each question are used data 

augmentation process to generate an appropriate amount (900 

synthesized responses) (300 synthesized data for each scoring 

level). This 900 synthesized data then goes through data 

preprocessing. Processed data is fine-tuned with a pre-trained 

model (BERT, distilBERT, or RoBERTa) using 5-fold cross-

validation to create an AEG model for that component 

question. 

 
Fig. 1. Scoring guidance rubric example. 



F. Model Evaluation 

The assessment grades provided independently by four 

instructors from S and U (each having two instructors) 

universities serve as a metric for measuring inter-rater 

reliability between human instructors. Additionally, the final 

scores from all three universities, alongside the predictions 

made by the model, are utilized to quantify the inter-rater 

reliability between the computer and human instructor. The 

computation of inter-rater reliability relies on the application 

of Cohen's kappa score or Quadratic Weight Kappa (QWK, 

κ) as indicated by Eq. (1). 
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where � is quadratic weight kappa score, � is the number of 
data samples, ω is a weighted matrix, �  is the confusion 
matrix calculated by chances, and � is the confusion matrix. 

QWK scores are utilized for assessing the level of 

concordance between the scores provided by human 

instructors and those predicted by the models. The results of 

these evaluation methods range between 0 and 1, with 1 

indicating a complete alignment between the system's 

predicted scores and the human instructor's scores, while 0 

signifies a random correspondence between the system's 

predicted scores and the human instructor's scores. When 

interpreting the κ value, a value of less than 0.4 is indicative 

of poor agreement, κ between 0.4 and 0.75 suggests fair to 

good agreement, and κ greater than 0.75 implies excellent 

agreement (Cheon, 2015).  

IV. RESULTS AND DISCUSSION 

A. Student responses and scores data  

A total of 45 data points were received (15 from each 

university). For each question, invalid responses, such as 

non-attempt responses and non-English responses, were 

discarded. This leaves with three valid responses for analysis, 

resulting in between 29 and 37 usable data points (Table I). 

Of the three institutions, I university provided the lowest 

amount of valid data, mainly because some students did not 

answer the selected component questions, and two students 

responded not in English. The score distribution for the three 

component questions appears to be relatively even, though 

not perfectly balanced. There is not a significant gap between 

the number of students scoring at different levels. 

TABLE I.  STUDENT RESPONSE ANALYSIS 

Component 

Question 

Valid responses by 

score level by 

instructor 

Valid responses 

by University 

instructor 

Valid 

responses 

number 
0 1 2 S I U 

1 12 11 14 15 8 14 37 

2 13 15 8 13 8 15 36 

3 8 10 11 13 7 9 29 

 

B. Data Augmentation Comparison 

In Table II, QWK is calculated for each synthesized 

model.  The findings indicate that the T5 model outperforms 

the fine-tuned ChatGPT. The T5 model outperformed the 

anticipated accuracy benchmarks, surpassing 0.8 for 

accuracy and 0.75 for the QWK index. This signifies that the 

fine-tuned AEG model, using data synthesized by the T5 

model, demonstrates outstanding performance, and closely 

resembles the human-grade final assessment. Fine-tuned 

ChatGPT yielded only moderate performance, achieving a 

score of 0.57. 

TABLE II.  DATA AUGMENTATION COMPARISON 

Synthesized model Accuracy QWK 

T5 0.95 (Excellent) 0.95 (Excellent) 

Fine-tuned 

ChatGPT 
0.67 (Medium) 0.57 (Good) 

 

C. Data Preprocessing Comparison 

Using stopwords removal and lemmatization alone did 

not affect the AEG model's performance. Utilizing part-of-

speech (POS) tags increased the overall accuracy score but 

reduced the QWK score, as demonstrated in Table III. This 

indicates that while the POS method achieved more accurate 

results, it also led to more substantial errors, such as 

misclassifying some level 0 responses to level 2. However, 

when combining lemmatization with the part-of-speech 

method, both accuracy and QWK scores surpassed other 

approaches. 

Hence, the data structure simplification methods did not 

positively impact the BERT model's performance. On the 

contrary, preprocessing methods such as POS, and POS + 

Lemmatization enhanced the model accuracy and increased 

QWK value. 

TABLE III.  DATA PREPROCESSING COMPARISON 

Preprocessing Method 
Accuracy  

 

QWK 

No Preprocessing 0.92 (Excellent) 0.94 (Excellent) 

Remove Stopwords 0.92 (Excellent) 0.94 (Excellent) 

Lemmatization 0.92 (Excellent) 0.94 (Excellent) 

POS 0.95 (Excellent) 0.90 (Excellent) 

Lemmatization + POS 0.95 (Excellent) 0.96 (Excellent) 

 

D. Instructor and Model inter-rater reliability comparison 

Across all three questions, the Kappa Score (κ) 

consistently showed greater agreement between the human 

final score and the model prediction score compared to the 

score between the two human instructors. Instances of 

disagreement between the two instructors grade were 

relatively frequent. For Question 1.1, there were 8 cases out 

of 29; for Question 2.1, there were 10 cases out of 28; and for 

Question 2.2, there were 6 cases out of 22. Conversely, the 

model had significantly lower disagreement with 2 out of 37, 

2 out of 36, and 1 out of 29 for the respective questions, as 

shown in Table IV. This highlights the model's superior 

consistency over instructor graded responses. 



TABLE IV.  INSTRUCTOR VS MODEL INTER-RATER RELIABILITY 

COMPARISON 

Question 

Instructor 1 vs  

 Instructor 2 

Real grade vs Model 

prediction 

Accuracy  κ  Accuracy κ  

1 21/29 
0.5944 
(Good) 

35/37 
0.9181 

(Excellent) 

2 18/28 
0.4285  

(Good) 
34/36 

0.9144 

(Excellent) 

3 16/22 
0.5975  
(Good) 

28/29 
0.9479 

(Excellent) 

 

E. Training, Prediction Time, and Accuracy 

Regarding training time efficiency shown in Table V, the 

distilBERT model demonstrates faster training compared to 

the other two models. It achieves 53% to 60% of the BERT's 

training time. On the other hand, RoBERTa exhibits a similar 

training time to BERT (98% to 106%). 

DistillBERT gave the most consistent prediction results 

e.g. from 40% to 89% compared to when using BERT to 

make the prediction. In between these two models is the 

RoBERTa  which was 55% to 94% longer than the BERT. 

All three models across all three component questions 

achieve high accuracy levels (93.64% - 96.95%). The 

difference in accuracy between the models is not significant. 

distilBERT performs about 1% less than BERT, while 

RoBERTa achieves approximately 0.2% higher accuracy 

than BERT. 

TABLE V.  TRAINING TIME, PREDICITON TIME, ACCURACY 

COMPARISON 

Model Training 

Time 

Prediction Time Accuracy 

BERT 
2.50 - 2.83 
s/response 

0.54 - 1.05 
s/response 

94.44% - 
96.87% 

DistilBERT 
1.42 - 1.58 

s/response 

0.39 - 0.48 

s/response 

93.64% - 

95.63% 

RoBERTa 
2.45 - 2.91 
s/response 

0.51 - 0.58 
s/response 

94.78% - 

96.95% 

 

V. CONCLUSION 

This study compared several techniques for generating 

CRT responses and AES with instructor graded responses in 

the field of mechanical engineering. The phases encompass 

data augmentation, data preprocessing, and data training. The 

results indicate that the T5 model surpasses the finely tuned 

ChatGPT in terms of data synthesis. The most optimal 

performance in Data Preprocessing is attained through a 

fusion of Lemmatization and Part of Speech techniques. 

When contemplating the AEG model, distilBERT is 

recommended due to its energy-efficient training and 

prediction procedures. However, for inquiries necessitating 

utmost precision, the investigation proposes the utilization of 

the RoBERTa model. The application of AEG to evaluate 

CRTs responses in the Mechanical Engineering realm with a 

restricted number of data samples is feasible.  Furthermore, 

the research assesses the inter-rater reliability between human 

instructors and the model which reveals that Automated 

Essay Grading demonstrates greater consistency compared to 

instructors graded responses. The authors believe this 

approach can also use for AEG of CRTs in other fields.  
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